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Motivation

1) Explore holographic complexity conjectures (“C = V” and “C = A”) in a simple setting
Brown et al., 1810.08741  “The Case of the Missing Gates: Complexity of Jackiw-Teitelboim Gravity”
(see also Goto et al., 1901.00014 “Holographic Complexity Equals Which Action?”)

—  1+1-dilaton gravity model
Teitelboim (1993);  Jackiw (1995)
Almheiri, Polchinski (2014); Jensen (2016); Engelsöy, Mertens, Verlinde (2016)
Maldacena, Stanford, Yang (2016); Harlow, Jafferis (2018); …..

—  broken conformal symmetry —>  low-energy dynamics governed by 
Schwarzian effective action

—  the same (broken) symmetry is realized in the SYK model
—>  Schwarzian action captures important aspects of SYK dynamics

—  SYK model has discrete field variables with q-local Hamiltonian
—>  quantum complexity better defined than in continuum QFT

2) Explore conjectured correspondence between operator size in chaotic QFT and 
radial momentum in bulk dual

Susskind, 1802.01198   “Why do things fall?”
Brown et al., Phys. Rev. D 98 (2018) 126016  “Falling Toward Charged Black Holes”



Model BH scrambling dynamics by a quantum circuit with a total number of qubits of order S 

and a universal set of primitive gates.

Holographic quantum complexity
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Figure 1: The Penrose diagrams for two-sided eternal black holes (left) and one-sided

black holes that form from collapsing shock waves (right). The two-sided black hole is

dual to an entangled state of two CFTs that live on the left and right boundaries; the

one-sided black hole is dual to a single CFT. The (old) complexity/volume conjecture

related the complexity of the entangled CFT state to the volume of the maximal spatial

slice anchored at the CFT state. Our (new) complexity/action conjecture relates the

complexity of the CFT state to the action of the Wheeler-DeWitt patch.
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The quantum complexity of a circuit state is the minimum number of primitive gates needed 

to obtain that state from a given reference state.

Assuming each qubit gets acted on by at most one primitive gate per cycle we expect
�C
�⌧

⇠ S

or, if each cycle takes of order one unit of Rindler time:

Hayden, Preskill (2006)

⌧R =
2⇡

�
tS

dC
dtS

⇠ S T

1) Complexity equals volume

Holographic complexity conjectures: 

2) Complexity equals action

Susskind (2014)

Brown, Roberts, Susskind, Swingle, Zhao (2015)

C ⇠ V

GNR0

C =
A
⇡ WdW patch



Global coordinates on AdS2

Jackiw-Teitelboim model

Field equations

Action
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JT black hole in “Schwarzschild” coordinates
write it in a 1+1-dimensional version of Schwarzschild coordinates,

ds2 = �r2 � r2H
L2

dt2 +
L2

r2 � r2H
dr2 . (2.35)

In this coordinate system, there is a coordinate singularity at the event horizon at r = rH

and the dilaton is linear in r,

' = 'H
r

rH
. (2.36)

Requiring the horizon to be non-singular when the metric is continued to Euclidean sig-

nature gives the Hawking temperature,

T =
rH

2⇡L2
, (2.37)

and a straightforward calculation yields the following result for the on-shell Euclidean

action

SE = �S + �M2d = �⇡Q2 � ⇡'H . (2.38)

By comparing to the entropy formula (2.34) we can infer the following values for the

1+1-dimensional black hole entropy and mass,

S = S0 + (2.39)

M2d = (2.40)

TO BE CONTINUED [[Larus to complete?]]

2.4 SYK

[[Mention similarities between SYK and JT

• the scaling symmetry that SYK has in common with JT

• as we change the temperature, the specific entropy of SYK goes from .23N to .35N ,

i.e. it doesn’t change much

this is to be compared with the area not changing very much in the throat in the

geometric theory (indeed this is the origin of the long throat)
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AdS2 scaling:

constant t 

Relation between global time and  
Schwarzschild time (at boundary):
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JT black hole thermodynamics
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“C = V” for JT black hole

Calculation simplifies for  tL = tR = t

Consider geodesic connecting tL and tR on  
left and right boundaries and calculate the 
geodesic length L0 inside BH.

“volume” of maximal slice:

transverse area

V (tL, tR) ⇠ (GN'0)L0

Complexity: C ⇠ V

GNL
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⇠ S T at late times   (up to O(T 
2 ) terms)Now use S = 2⇡'0 +O(T ) �!

L0 = L

Z ⇡
2 +⌫

⇡
2 �⌫

d�

sin�
= 2L log

⇥
tan

�⇡
4

+

⌫

2

�⇤
⇡ 4⇡LT t as t ! 1

!!L0 tRtL! !

tan
⇣⌫
2
+

⇡

4

⌘
⇡ e2⇡Tt



“C = V” on a generic slice

Geodesic connecting tL and tR

Complexity
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“C = A” for JT black hole

tR

tL!

!

WdW patch

Complexity = action conjecture

Wheeler-DeWitt patch = bulk domain of dependence of a bulk 
                                         Cauchy slice anchored at boundary
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C =
AWdW

⇡

K is ill-defined on null boundaries of WdW patch

�! adapt prescription of Lehner et al. arXiv:1609.00207 to case at hand
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where c is an arbitrary constant, the change in the counterterm is given by

�S̄⌃ = �S⌃ � 2

Z
⌃

⇥�
p
� d2✓ d� , (B5)

so that

S̄⌃(joined) +�S̄⌃ = S⌃(joined) +�S⌃. (B6)

With this counterterm, therefore, the boundary action becomes invariant under a reparametrization of the null
generators.

To see how Eq. (B4) was obtained, take � to be infinitesimal, perform a Taylor expansion of the transformed
boundary action, and obtain

S̄⌃(joined) +�S̄⌃ = S⌃(joined) +�S⌃ +

Z
⌃

�

✓
2⇥+⇥

dL
d⇥

� L
◆
p
�d2✓d� . (B7)

Then to have invariance of the action for an arbitrary �, we require

⇥
dL
d⇥

� L+ 2⇥ = 0, (B8)

and the solution to this di↵erential equation is Eq. (B4).

Appendix C: Action User’s Manual

We include a summary of how to evaluate the gavitational action with all its relevant contributions. We write the
gravitational action as

SV :=

Z
V
(R� 2⇤)

p
�g dV

+2⌃Ti

Z
@VTi

K d⌃+ 2⌃Sisign(Si)

Z
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Z
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 dSd�

+2⌃jisign(ji)

I
⌘ji dS + 2⌃misign(mi)

I
ami dS (C1)

where we have arranged contributions from the bulk, surfaces, and joints in the first, second and third lines respectively.
For bookkeeping, spacelike, timelike and null boundary surfaces are labeled by Si, Ti and Ni, respectively. Joints
formed by an intersection involving no null segments are denoted by ji, while those with at least one null segment are
denoted by mi.

The expressions for surface and joint contributions are sensitive to the conventions adopted. We have chosen
conventions whereby the timelike vectors normal to spacelike boundary segements are always directed towards the
future, the null vectors tangent to null boundary segments are always directed towards the future, and spacelike
vectors normal to timelike boundary segments always point out away from the volume of interest. Consequently, for
surface contributions, the following signs must be accounted for:

• For spacelike boundaries, sign(Si) = 1(�1) if the spacetime volume for which we are evaluating the action lies
to the future (past) of the boundary segment, i.e., the normal vector points into (out of) the region of interest.

• For null boundaries, sign(Ni) = 1(�1) if the volume of interest lies to the future (past) of the null segment.

The joint contributions, discussed in sections II E, IIG, and IIH are summarized in a rather straightforward
way below. While our description of the contributions coming from joints between spacelike and/or timelike surfaces
might appear to di↵er from that given in [4, 25], our results are in fact in precise agreement with those earlier works,
and our summary provides an explicit prescription for the sign of these terms, which was previously left ambiguous.

⌃ Joints formed by the intersection of spacelike surfaces:

As in the main text, we denote the (future-directed) timelike unit normal to each hypersurface as n↵
i with i = 1, 2.

For each boundary segment we introduce a spacelike unit vector p↵i which is in the tangent space of the corresponding

k�r�k
↵ =  k↵

null boundaries

)  = 0 if � is a�ne



“C = A” for JT black hole - p.2

The action on the WdW patch does not grow at late times!

Does this mean that“C = A” fails?  No, but we need to remember how 
the JT theory arises in the context of higher-dimensional charged BH’s
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 i)  topological terms: bulk term cancels against corner contributions

ii)  remaining bulk term vanishes on shell

iii)  left and right corner terms do not depend on time

iv)  top and bottom corner terms grow linearly with time but they cancel at late times
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3+1-dimensional charged BH

Schwarzian from extrinsic curvature in EM-NERN

Scaling symmetry

2.1 Near-extremal Reissner-Nordström black holes

[[This section includes language and equations directly lifted from our previous paper. In

the interests of not self-plagiarizing, let’s rewrite/paraphrase some of those parts.]]

Our starting point is the 3+1-dimensional Einstein-Maxwell theory with action,

S =
1

16⇡

Z

M
d4x

p
�G

✓
1

`2
R � Fµ⌫F

µ⌫

◆
+

1

8⇡`2

Z

@M
d3y

p
�h (K � K0) , (2.1)

where ` =
p
GN is the 3+1-dimensional Planck length. We have included the usual

Gibbons-Hawking-York boundary term involving the trace of the extrinsic curvature K at

an asymptotic spacetime boundary with induced metric hij. We also include a regulator

term that subtracts K0, the trace of the extrinsic curvature of the same boundary sur-

face when embedded in a flat spacetime, in order to obtain a finite free energy from the

corresponding on-shell Euclidean action.

The boundary conditions obeyed by the electromagnetic field at @M will play an

important role in our discussion. As it stands, the action (2.1) does not include any

boundary term involving the Maxwell field and Aµ is kept fixed at the boundary. In the

Euclidean formalism this corresponds to a thermal ensemble where the chemical potential

is held fixed but the total electric charge of the system is allowed to fluctuate. If, on the

other hand, the following boundary term is added to the action,

Sem
b =

1

4⇡

Z

@M
d3y

p
�h n̂µ F

µ⌫A⌫ , (2.2)

then free variations of Aµ are allowed at the boundary and the corresponding thermal

ensemble is that of fixed charge but varying chemical potential.

A 3+1-dimensional Reissner-Nordström black hole with electric charge Q > 0 and

mass M � Q/` is described by the following static spherically symmetric solution of the
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Einstein-Maxwell field equations,

ds2 = �f(r)dt2 +
dr2

f(r)
+ r2d⌦2 ,

f(r) =
⇣
1 � r+

r

⌘⇣
1 � r�

r

⌘
, (2.3)

Frt =
Q

r2
,

where r± = `2M ±
p

`4M2 � `2Q2 are the locations of the outer and inner horizon.

In the extremal limit, M ! M0 = Q/`, the horizons are degenerate r+ = r� = `Q ⌘ re

and the Hawking temperature,

T =
(r+ � r�)

4⇡r2+
, (2.4)

goes to zero. In the following, we’ll mainly be interested in near-extremal black holes with

r+ � r� ⌧ r+, which amounts to taking a low-temperature limit � � r+. Following our

recent work [14], we find it useful to divide the spacetime geometry outside a near-extremal

black hole into three regions (shown in Figure 1):

r = r+ r ⇠ 2r+ � r� r ⇠ 2r+

Newtonian  

�� ⇠ r+ �� ⇠ r+ log[�/r+]

Figure 1: The three regions outside the horizon of a near-extremal RN black hole. [[Men-
tion that 2r+ is the top of the potential barrier.]]

• Closest to the outer horizon of the black hole is the Rindler region,

r+ < r . 2r+ � r� , (2.5)
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• Closest to the outer horizon of the black hole is the Rindler region,

r+ < r . 2r+ � r� , (2.5)
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Schwarzian from extrinsic curvature in EM-NERN

Scaling symmetry

2.1 Near-extremal Reissner-Nordström black holes

[[This section includes language and equations directly lifted from our previous paper. In

the interests of not self-plagiarizing, let’s rewrite/paraphrase some of those parts.]]

Our starting point is the 3+1-dimensional Einstein-Maxwell theory with action,

S =
1

16⇡

Z

M
d4x

p
�G

✓
1

`2
R � Fµ⌫F

µ⌫

◆
+

1

8⇡`2

Z

@M
d3y

p
�h (K � K0) , (2.1)

where ` =
p
GN is the 3+1-dimensional Planck length. We have included the usual

Gibbons-Hawking-York boundary term involving the trace of the extrinsic curvature K at

an asymptotic spacetime boundary with induced metric hij. We also include a regulator

term that subtracts K0, the trace of the extrinsic curvature of the same boundary sur-

face when embedded in a flat spacetime, in order to obtain a finite free energy from the

corresponding on-shell Euclidean action.

The boundary conditions obeyed by the electromagnetic field at @M will play an

important role in our discussion. As it stands, the action (2.1) does not include any

boundary term involving the Maxwell field and Aµ is kept fixed at the boundary. In the

Euclidean formalism this corresponds to a thermal ensemble where the chemical potential

is held fixed but the total electric charge of the system is allowed to fluctuate. If, on the

other hand, the following boundary term is added to the action,

Sem
b =

1

4⇡

Z

@M
d3y

p
�h n̂µ F

µ⌫A⌫ , (2.2)

then free variations of Aµ are allowed at the boundary and the corresponding thermal

ensemble is that of fixed charge but varying chemical potential.

A 3+1-dimensional Reissner-Nordström black hole with electric charge Q > 0 and

mass M � Q/` is described by the following static spherically symmetric solution of the
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JT model from spherical reduction Navarro-Salas, Navarro (1999)

Spherically symmetric ansatz:

[REFS]. The dimensional reduction of the 3+1-dimensional Einstein-Maxwell theory is

described in detail in [15] and we will only sketch the main steps here.

The first step is to adopt an ansatz for a spherically symmetric metric,

ds2 =
1p
2�

g↵� dx
↵dx� + 2`2� d⌦2 , (2.13)

and insert it into into the 3+1-dimensional action (2.1). Here g↵�(x0, x1) is a 1+1-

dimensional metric and the dilaton �(x0, x1) is a scalar field, that describes how the

area of the transverse two-sphere depends on time and radial position. The resulting

1+1-dimensional action is

S2d =
1

2

Z
d2x

p
�g

�
�R +

1

`2
(2�)�

1
2 � `2

2
(2�)

3
2F↵�F

↵�
�
+

Z
dy0

p
��00

�
�K � 1

`
(2�)

1
4
�
,

(2.14)

with the boundary terms evaluated along a timelike boundary with induced metric �00. The

two-dimensional field strength F↵� is inherited unchanged from the 3+1-dimensional theory

but the contraction in the F 2 term in the action is now with the two-dimensional metric.

The �-dependent prefactor in front of g↵� in (2.13) implements a Weyl transformation on

the two-dimensional metric that eliminates derivative terms involving � from (2.14). Under

spherical reduction, the extrinsic curvature term in the original 3+1-dimensional action

(2.1) gives rise to the boundary term containing the one-dimensional extrinsic curvature in

(2.14) and also a term involving the normal derivative of the dilaton field on the boundary.

This latter term cancels against a total derivative term involving the dilaton that comes

from the 3+1-dimensional Ricci scalar. The last term in (2.14) comes from the spherical

reduction of the K0 regulator term in the original action. Finally, if the electromagnetic

boundary term (2.2) is included in the 3+1-dimensional action, then the 1+1-dimensional

action will include its spherical reduction,

Sem
b,2d = `2

Z
dy0

p
��00 (2�)

3
2 n̂↵ F

↵�A� , (2.15)

as an additional boundary term.
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1+1 D metric transverse area is a 
scalar field in 1+1 D

The field equations of the 1+1-dimensional theory are,

0 = r↵

�
�3/2F ↵�

�
, (2.16)

0 = R � 1

`2
(2�)�3/2 � 3

2
`2(2�)1/2F 2 , (2.17)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2

⌘
+ `2(2�)3/2

⇣
F↵�F

�
� � 1

4
g↵�F

2
⌘
. (2.18)

The Maxwell equation determines the electromagnetic field strength in terms of the dilaton,

F↵� =
Q

`2
(2�)�3/2 "↵� , (2.19)

where "↵� is the two-dimensional Levi-Civita tensor,1 and this can be used to eliminate

F↵� from the remaining field equations,

0 = R � 1

`2
(2�)�3/2 +

3Q2

`2
(2�)�5/2 , (2.20)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2 +

Q2

2`2
(2�)�3/2

⌘
. (2.21)

We note that these equations are satisfied by the dimensional reduction of the Reissner-

Nordström solution, (2.3),

ds2 = �
⇣r2x

`
� 2`M +Q2

r
`

2x

⌘
dt2 +

dx2

⇣q
2x
`

� 2`M +Q2

q
`
2x

⌘ , (2.22)

and a linear dilaton field �(x) = x/`. The results of Section A.5 on charged black hole

thermodynamics can be reproduced from the 1+1-dimensional Euclidean on-shell action,

evaluated on this solution. In particular, the presence or absence of the Euclidean counter-

part to the spherically reduced electromagnetic boundary term (2.15) determines whether

the ensemble is at fixed chemical potential or fixed charge.

In the following, we will mainly be interested in near-extremal black holes. More

specifically, we want to study the near horizon physics of a near-extremal black hole. For

this purpose, we expand the dilaton field around its value at the horizon of an extremal

1With the convention "01 = +
p

�g.

8

The field equations of the 1+1-dimensional theory are,

0 = r↵

�
�3/2F ↵�

�
, (2.16)

0 = R � 1

`2
(2�)�3/2 � 3

2
`2(2�)1/2F 2 , (2.17)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2

⌘
+ `2(2�)3/2

⇣
F↵�F

�
� � 1

4
g↵�F

2
⌘
. (2.18)

The Maxwell equation determines the electromagnetic field strength in terms of the dilaton,

F↵� =
Q

`2
(2�)�3/2 "↵� , (2.19)

where "↵� is the two-dimensional Levi-Civita tensor,1 and this can be used to eliminate

F↵� from the remaining field equations,

0 = R � 1

`2
(2�)�3/2 +

3Q2

`2
(2�)�5/2 , (2.20)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2 +

Q2

2`2
(2�)�3/2

⌘
. (2.21)

We note that these equations are satisfied by the dimensional reduction of the Reissner-

Nordström solution, (2.3),

ds2 = �
⇣r2x

`
� 2`M +Q2

r
`

2x

⌘
dt2 +

dx2

⇣q
2x
`

� 2`M +Q2

q
`
2x

⌘ , (2.22)

and a linear dilaton field �(x) = x/`. The results of Section A.5 on charged black hole

thermodynamics can be reproduced from the 1+1-dimensional Euclidean on-shell action,

evaluated on this solution. In particular, the presence or absence of the Euclidean counter-

part to the spherically reduced electromagnetic boundary term (2.15) determines whether

the ensemble is at fixed chemical potential or fixed charge.

In the following, we will mainly be interested in near-extremal black holes. More

specifically, we want to study the near horizon physics of a near-extremal black hole. For

this purpose, we expand the dilaton field around its value at the horizon of an extremal

1With the convention "01 = +
p

�g.

8

The field equations of the 1+1-dimensional theory are,

0 = r↵

�
�3/2F ↵�

�
, (2.16)

0 = R � 1

`2
(2�)�3/2 � 3

2
`2(2�)1/2F 2 , (2.17)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2

⌘
+ `2(2�)3/2

⇣
F↵�F

�
� � 1

4
g↵�F

2
⌘
. (2.18)

The Maxwell equation determines the electromagnetic field strength in terms of the dilaton,

F↵� =
Q

`2
(2�)�3/2 "↵� , (2.19)

where "↵� is the two-dimensional Levi-Civita tensor,1 and this can be used to eliminate

F↵� from the remaining field equations,

0 = R � 1

`2
(2�)�3/2 +

3Q2

`2
(2�)�5/2 , (2.20)

0 = r↵r�� � g↵�

⇣
r2� � 1

2`2
(2�)�1/2 +

Q2

2`2
(2�)�3/2

⌘
. (2.21)

We note that these equations are satisfied by the dimensional reduction of the Reissner-

Nordström solution, (2.3),

ds2 = �
⇣r2x

`
� 2`M +Q2

r
`

2x

⌘
dt2 +

dx2

⇣q
2x
`

� 2`M +Q2

q
`
2x

⌘ , (2.22)

and a linear dilaton field �(x) = x/`. The results of Section A.5 on charged black hole

thermodynamics can be reproduced from the 1+1-dimensional Euclidean on-shell action,

evaluated on this solution. In particular, the presence or absence of the Euclidean counter-

part to the spherically reduced electromagnetic boundary term (2.15) determines whether

the ensemble is at fixed chemical potential or fixed charge.

In the following, we will mainly be interested in near-extremal black holes. More

specifically, we want to study the near horizon physics of a near-extremal black hole. For

this purpose, we expand the dilaton field around its value at the horizon of an extremal

1With the convention "01 = +
p

�g.

8

and this can be used to eliminate the gauge field from the remaining equations



Spherical reduction (p.2)
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Remaining field equations for the metric and dilaton

Now expand the dilaton around its value at the horizon of an extremal RN black hole:

black hole,

� =
Q2

2
+ ' , (2.23)

and work order by order in '/Q2. At leading order, the field equations (2.20) and (2.21)

reduce to,

0 = R +
2

L2
, (2.24)

0 = r↵r�' � g↵�

⇣
r2' � 1

L2
'
⌘
, (2.25)

with L ⌘ Q3/2`. It immediately follows that in the near-horizon region the 1+1-dimensional

geometry is that of AdS2, with a characteristic length scale L that is parametrically large

compared to the 3+1-dimensional Planck length whenQ � 1. This is the long throat of the

near-extremal Reissner-Nordström black hole referred to in Section 2.1. Long-wavelength

radial modes traveling along the throat can be described by a simple 1+1-dimensional

dilaton gravity model originally considered by Jackiw and Teitelboim [REFS]. Indeed,

the reduced field equations (2.24) and (2.25), can be obtained directly from the Jackiw-

Teitelboim action,

S =
1

2

Z
d2x

p
�g '

⇣
R +

2

L2

⌘
, (2.26)

that only involves a 1+1-dimensional metric and a dilaton field ' but no Maxwell field.

We arrived at the reduced set of field equations by using the 1+1-dimensional Maxwell

equations to eliminate F↵� and it is natural to ask if the Jackiw-Teitelboim action can

similarly be obtained by integrating out the gauge field from the spherically reduced action

and considering the near-horizon limit. The answer is yes but with a somewhat subtle twist.

The most naive approach, where one simply inserts the solution (2.19) for F↵� into the full

1+1-dimensional action (2.14) does not work. This naive procedure does lead to a dilaton

gravity theory but one where the term in the e↵ective potential for the dilaton that comes

from the gauge field has the wrong sign to reproduce the Jackiw-Teitelboim theory in the

near-horizon limit. The problem can be traced to the fact that the gauge field we are

integrating out is an electric field and we are replacing its kinetic energy by an e↵ective

potential for the dilaton. In fact, this kind of sign flip occurs any time a dynamical variable

carrying kinetic energy is integrated out in favor of a potential energy term.
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�! JT equations with L = Q3/2 `

Q:  Can the JT action be obtained by integrating out the gauge field and considering  
 the near-horizon limit?

A:  Yes, but there is a twist.

Eliminating the gauge field from the 1+1 action, as it stands, leads to a dilaton gravity 
theory but one with a wrong-sign effective potential for the dilaton.

This kind of sign flip occurs any time a dynamical variable carrying  
kinetic energy is integrated out in favor of a potential energy term. 

The problem is solved by adding an EM boundary term to the original action.



Electromagnetic boundary terms

Schwarzian from extrinsic curvature in EM-NERN

Scaling symmetry

2.1 Near-extremal Reissner-Nordström black holes

[[This section includes language and equations directly lifted from our previous paper. In

the interests of not self-plagiarizing, let’s rewrite/paraphrase some of those parts.]]
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where ` =
p
GN is the 3+1-dimensional Planck length. We have included the usual

Gibbons-Hawking-York boundary term involving the trace of the extrinsic curvature K at

an asymptotic spacetime boundary with induced metric hij. We also include a regulator

term that subtracts K0, the trace of the extrinsic curvature of the same boundary sur-

face when embedded in a flat spacetime, in order to obtain a finite free energy from the

corresponding on-shell Euclidean action.
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other hand, the following boundary term is added to the action,
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then free variations of Aµ are allowed at the boundary and the corresponding thermal

ensemble is that of fixed charge but varying chemical potential.

A 3+1-dimensional Reissner-Nordström black hole with electric charge Q > 0 and

mass M � Q/` is described by the following static spherically symmetric solution of the
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at the boundary.
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In the gauge theory case this will become something like

f(�)ArȦr = f(�)ErAr , (A.69)

and give

f(�)ErAr|a � f(�)ErAr|b . (A.70)

A.3 NERN C-A calculation gives good answer

CALCULATION HERE

The calculation with the gauge field included gives an extra term that fixes the dis-

crepancy between C-V and C-A, but it cannot be represented without including the gauge

field.

A.4 Discussion of result

Not all Actions are equal. (Some Actions are not even equal to Complexity.) Some are

more equal than others.

A.5 Charged black hole thermodynamics

The free energy of a static black hole may be obtained by continuing to Euclidean sig-

nature and evaluating the Euclidean on-shell action [16]. Which free energy this gives

is determined by the boundary terms in the action. Let us apply this method to the

Reissner-Nordström solution (2.3).

In the absence of the electromagnetic boundary term (2.2) one finds

SE = �F
��
µ
= �S + �M � �µQ , (A.71)

where S = ⇡r2+/`
2 is the Bekenstein-Hawking entropy and µ = Q/r+ is the black hole

chemical potential. This is the free energy for an ensemble where the chemical potential

µ is kept fixed. On the other hand, when the electromagnetic boundary term is included,

a cancellation occurs and the free energy reduces to that of a fixed charge ensemble,
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Later on we will see how the free energy of a black hole in two-dimensional Jackiw-
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Electromagnetic boundary terms (p.2)

[REFS]. The dimensional reduction of the 3+1-dimensional Einstein-Maxwell theory is

described in detail in [15] and we will only sketch the main steps here.

The first step is to adopt an ansatz for a spherically symmetric metric,

ds2 =
1p
2�

g↵� dx
↵dx� + 2`2� d⌦2 , (2.13)

and insert it into into the 3+1-dimensional action (2.1). Here g↵�(x0, x1) is a 1+1-

dimensional metric and the dilaton �(x0, x1) is a scalar field, that describes how the

area of the transverse two-sphere depends on time and radial position. The resulting

1+1-dimensional action is
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with the boundary terms evaluated along a timelike boundary with induced metric �00. The

two-dimensional field strength F↵� is inherited unchanged from the 3+1-dimensional theory

but the contraction in the F 2 term in the action is now with the two-dimensional metric.

The �-dependent prefactor in front of g↵� in (2.13) implements a Weyl transformation on

the two-dimensional metric that eliminates derivative terms involving � from (2.14). Under

spherical reduction, the extrinsic curvature term in the original 3+1-dimensional action

(2.1) gives rise to the boundary term containing the one-dimensional extrinsic curvature in

(2.14) and also a term involving the normal derivative of the dilaton field on the boundary.

This latter term cancels against a total derivative term involving the dilaton that comes

from the 3+1-dimensional Ricci scalar. The last term in (2.14) comes from the spherical

reduction of the K0 regulator term in the original action. Finally, if the electromagnetic

boundary term (2.2) is included in the 3+1-dimensional action, then the 1+1-dimensional

action will include its spherical reduction,
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as an additional boundary term.
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Adding a boundary term involving the gauge field does not change its dynamical equations,  
i.e. the Maxwell equations are not affected, but the boundary term contributes to the effective  
dilaton potential that results from integrating out the gauge field

If the electromagnetic boundary term is included in the 3+1D action, then the  
1+1 D action will include its spherical reduction

Write the boundary term as a 1+1-dimensional bulk term involving a total derivative, 

We illustrate this e↵ect in Appendix A using the familiar example of a non-relativistic

particle moving in a central potential. The analysis of particle orbits is facilitated by

introducing an e↵ective potential for radial motion with a centrifugal term involving the

conserved angular momentum. This is usually done at the level of the equations of mo-

tion but if one instead attempts to integrate out the angular variable at the level of the

Lagrangian before deriving the radial equation then an analogous sign issue arises. The

remedy, both for motion in a central potential and in the case at hand, is to include appro-

priate boundary terms for the kinetic variable in the original action. Adding a boundary

term involving the gauge field does not change its dynamical equations, i.e. the Maxwell

equations are not a↵ected, but a boundary term will in general contribute to the e↵ective

dilaton potential that results from integrating out the gauge field.

As it turns out, we have already introduced a boundary term (2.15) that has the desired

e↵ect. To see this, we can use the divergence theorem to rewrite the boundary term as

a 1+1-dimensional bulk term involving a total derivative, apply the chain rule, and then

use the Maxwell equation (2.16) to simplify the result,
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This has the same form as the electromagnetic bulk term in the 1+1-dimensional action

that we obtained from spherical reduction but has a coe�cient in front that is twice as

large and of opposite sign. This is precisely what is needed to reverse the sign of the

electromagnetic contribution to the dilaton e↵ective potential when we insert the solution

(2.19) for the Maxwell field into the action. The resulting bulk e↵ective action is
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To capture the near-horizon physics of a near-extremal black hole we write the dilaton as

in (2.23) and work order by order in ',
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The leading term is non-dynamical in two spacetime dimensions but it is nevertheless

important for black hole thermodynamics as it keeps track of the zero temperature extremal
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“C = A” revisited
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Figure 1: The Penrose diagrams for two-sided eternal black holes (left) and one-sided

black holes that form from collapsing shock waves (right). The two-sided black hole is

dual to an entangled state of two CFTs that live on the left and right boundaries; the

one-sided black hole is dual to a single CFT. The (old) complexity/volume conjecture

related the complexity of the entangled CFT state to the volume of the maximal spatial

slice anchored at the CFT state. Our (new) complexity/action conjecture relates the

complexity of the CFT state to the action of the Wheeler-DeWitt patch.
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4

The improved WdW patch action for “C = A” 
calculation gives a finite growth rate at late times
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Momentum - operator size correspondence
Susskind (2018)

Consider a black hole whose holographic dual is perturbed by a simple operator W.  
In the boundary theory, the perturbation then grows with time, i.e. 

W(t) ≡ U(t)† W U(t)  

becomes an increasingly complicated operator. 

In the bulk, the perturbation W creates a particle wave-packet that then falls inwards.  
As it falls towards the black hole, the particle accelerates. 

If the scrambling dynamics is generated by a q-local Hamiltonian (with finite q)  
then the size of W(t) will grow exponentially for some period, with a universal exponent.

Maldacena, Shenker, Stanford (2015); Roberts, Stanford, Streicher (2018); ….

Size/momentum conjecture: the size of the operator is dual to the radial momentum  
of the infalling particle (as measured by a static observer at fixed radius) 

3 Scrambling = Falling

Consider a black hole whose holographic dual is perturbed by a simple operator W . In the

boundary theory, this perturbation then grows with time: W (t) ⌘ U(t)†WU(t) becomes

an increasingly complicated operator. We can track how complicated the operator has

become by its “size”—roughly speaking the size of a generic k-local operator is k. In

fermionic systems the size can be calculated from the out-of-time-order correlator [5], and

can be shown to grow exponentially for some period [4, 5, 6].

In the bulk, the perturbation W can create a particle that then falls in. As it falls

towards the black hole, the particle accelerates. According to [1] the growth of the radial

momentum of the particle is dual to the growth of the size of the operator in the boundary

theory. Both the particle’s momentum and the operator’s size grow exponentially, and

with exactly the same Lyapunov exponent.

3.1 The Neutral Case

If the particle was created at time t = 0 with energy E
0

of order 1/Rs then the operator

W (0) has size [1]

s(0) = 1. (3.8)

As time passes, the size s(t) of the operator W (t) grows. The basic conjecture of [1] is

that the size of the operator is dual to the radial momentum of the infalling particle (as

measured by a static observer at fixed radius),

s(t) ⇠ Rs|P (t)| (3.9)

The arguments for this identification were given in [1] and will not be repeated here.

In the Rindler region close to the event horizon (r <⇠ 2Rs) the momentum of an infalling

particle grows according to

P (⌧) ⇠ E
0

e⌧ , (3.10)

where again ⌧ is the Rindler time ⌧ ⌘ 2⇡t
� . It was noted in [1] that 3.10 defines a Lyapunov

exponent that saturates the chaos bound of [4].

The size of an operator cannot exceed the entropy S of the black hole. The definition

of the scrambling time t⇤ is how long it takes to saturate this maximum size. According to

3

Consider a 3+1 D Schwarzschild black hole and assume the initial size of W is small:
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In Rindler region (r  <  2Rs) the momentum of infalling particle grows 
exponentially with Rindler time (with a universal exponent)
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size of a generic k-local operator:  s(k) ~ O(k) 

Susskind (2018)



Maximal operator size and BH scrambling time

The size of an operator cannot exceed the entropy S of the black hole 

The operator scrambling time is the time it takes to saturate this maximum size s(t⇤) = S

s(t)  S

tells us this occurs when
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Thus one finds

t⇤ =
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logS, (3.15)

or expressed in Rindler units,

⌧⇤ = log S. (3.16)

Had the initial operator W been of size greater than one, say s

i

, then 3.14 would have

been replaced by

s
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and therefore the time required to scramble the perturbation reduced to
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which agrees with 1.2.

3.2 The Charged Case

Consider the 3+1-dimensional Reissner-Nordström black hole,
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If then and

The initial size equals the added entropy due the initial perturbation

si = �S =
�E

T
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1 Two Puzzles

All horizons are locally the same; namely they are Rindler-like1. Therefore one might

expect their properties as scramblers and complexifiers to be universal. For example, the

rate of growth of complexity for all neutral static black holes scales as

dC
dt

⇠ S

R

s

, (1.1)

where S and R

s

are the entropy and Schwarzschild radius of the black hole [3]. Similarly

there is a universal formula for the scrambling time [4],

t⇤ =
�

2⇡
log

S

�S

. (1.2)

where �S = �E/T , and �E is the energy of the initial perturbation.

It is therefore surprising that charged black holes behave di↵erently. For charged black

1
Extremal black holes are an exception. In this paper we consider the limit in which the non-extremality

parameter (r+�r�)/r+ is arbitrary but fixed as r+ becomes large. In this limit the horizon is Rindler-like.

1

�!

If the particle created in the bulk has initial energy �E0 ⇠ 1

Rs
then si ⇠ 1

Scrambling appears to work differently for charged black holes. holes, 1.1 and 1.2 are modified to [3, 2]

dC
dt

⇠ S � S

0

R

s

(1.3)

t⇤ =
�

2⇡
log

✓
S � S

0

�S

◆
. (1.4)

Here R

s

is the area-radius of the horizon (otherwise known as r
+

) and S

0

is the entropy

of the extremal black hole with the same charge.

A simple explanation would be that the extremal degrees of freedom are somehow

decoupled from the chaotic behavior, leaving only the non-extremal component to actively

“compute”. But given the fact that all horizons are Rindler-like, it is hard to understand

why this should be so.

In what follows we will propose an interpretation of 1.3 and 1.4 that has nothing to do

with any decoupling of extremal degrees of freedom. Horizons do indeed have universal

computational properties in which all S degrees of freedom actively compute. Neutral and

charged black hole horizons compute in exactly the same way.

For simplicity, in this paper we will work with asymptotically flat black holes. Our

results would apply equally to black holes of small or intermediate size in AdS.

2 Complexity Growth

The explanation of 1.3 for the rate of complexity growth is simple. For near-extremal

black holes, the entropy above extremality is linear in the temperature T

S � S

0

S

⇠ r

+

T ⌘ r

+

�

, (2.5)

where r

+

is the area-radius of the outer horizon. Thus we may write 1.3 in the form,

dC
dt

⇠ TS . (2.6)

We can get more insight into the meaning of 2.6 by replacing the usual Schwarzschild time

t by the dimensionless Rindler time ⌧ = 2⇡t

�

(i.e. the hyperbolic angle), which gives

dC
d⌧

⇠ S (2.7)

2

extremal black hole entropy

Are the extremal degrees of freedom somehow decoupled, leaving only the  
non-extremal component to actively scramble?

Maldacena, Shenker, Stanford (2015)

Leichenauer (2014)



Falling into a charged BH

Einstein-Maxwell field equations,

ds2 = �f(r)dt2 +
dr2

f(r)
+ r2d⌦2 ,

f(r) =
⇣
1 � r+

r

⌘⇣
1 � r�

r

⌘
, (2.3)

Frt =
Q

r2
,

where r± = `2M ±
p

`4M2 � `2Q2 are the locations of the outer and inner horizon.

In the extremal limit, M ! M0 = Q/`, the horizons are degenerate r+ = r� = `Q ⌘ re

and the Hawking temperature,

T =
(r+ � r�)

4⇡r2+
, (2.4)

goes to zero. In the following, we’ll mainly be interested in near-extremal black holes with

r+ � r� ⌧ r+, which amounts to taking a low-temperature limit � � r+. Following our

recent work [14], we find it useful to divide the spacetime geometry outside a near-extremal

black hole into three regions (shown in Figure 1):

r = r+ r ⇠ 2r+ � r� r ⇠ 2r+

Newtonian  

�� ⇠ r+ �� ⇠ r+ log[�/r+]

Figure 1: The three regions outside the horizon of a near-extremal RN black hole. [[Men-
tion that 2r+ is the top of the potential barrier.]]

• Closest to the outer horizon of the black hole is the Rindler region,

r+ < r . 2r+ � r� , (2.5)
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4

Schwarzian from extrinsic curvature in EM-NERN

Scaling symmetry

2.1 Near-extremal Reissner-Nordström black holes

[[This section includes language and equations directly lifted from our previous paper. In

the interests of not self-plagiarizing, let’s rewrite/paraphrase some of those parts.]]

Our starting point is the 3+1-dimensional Einstein-Maxwell theory with action,

S =
1

16⇡

Z

M
d4x

p
�G

✓
1

`2
R � Fµ⌫F

µ⌫

◆
+

1

8⇡`2

Z

@M
d3y

p
�h (K � K0) , (2.1)

where ` =
p
GN is the 3+1-dimensional Planck length. We have included the usual

Gibbons-Hawking-York boundary term involving the trace of the extrinsic curvature K at

an asymptotic spacetime boundary with induced metric hij. We also include a regulator

term that subtracts K0, the trace of the extrinsic curvature of the same boundary sur-

face when embedded in a flat spacetime, in order to obtain a finite free energy from the

corresponding on-shell Euclidean action.

The boundary conditions obeyed by the electromagnetic field at @M will play an

important role in our discussion. As it stands, the action (2.1) does not include any

boundary term involving the Maxwell field and Aµ is kept fixed at the boundary. In the

Euclidean formalism this corresponds to a thermal ensemble where the chemical potential

is held fixed but the total electric charge of the system is allowed to fluctuate. If, on the

other hand, the following boundary term is added to the action,

Sem
b =

1

4⇡

Z

@M
d3y

p
�h n̂µ F

µ⌫A⌫ , (2.2)

then free variations of Aµ are allowed at the boundary and the corresponding thermal

ensemble is that of fixed charge but varying chemical potential.

A 3+1-dimensional Reissner-Nordström black hole with electric charge Q > 0 and

mass M � Q/` is described by the following static spherically symmetric solution of the

3
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3
r± = `2M ±

p
`4M2 � `2Q2

Dimensionless parameter:

Hawking temperature:

3.9 this means the scrambling time for an initially unit-sized operator is how long it takes

for the momentum to grow by an overall multiplicative factor of S. Equation 3.10 tells us

this occurs when

exp

✓
2⇡t⇤
�

◆
= S. (3.11)

Thus one finds

t⇤ =
�

2⇡
logS, (3.12)

or expressed in Rindler units,

⌧⇤ = log S. (3.13)

Had the initial operator W been of size greater than one, say si, then 3.11 would have

been replaced by

si exp

✓
2⇡t⇤
�

◆
= S, (3.14)

and therefore the time required to scramble the perturbation reduced to

⌧⇤ = log (S/si). (3.15)

3.2 The Charged Case

Consider the 3+1-dimensional Reissner-Nordström black hole,

ds2 = �f(r)dt2 +
dr2

f(r)
+ r2d⌦2

f(r) =
⇣
1 � r

+

r

⌘⇣
1 � r�

r

⌘
. (3.16)

The inner (-) and outer (+) horizons are at r± ⌘ GM ±
p

G2M2 � GQ2, and the Hawking

temperature is

T =
1

4⇡

✓
r
+

� r�
r2
+

◆
. (3.17)

4
�

r+
=

4⇡r+
r+ � r�

� 1 at low T



Radial momentum in RN background

boundary of the black hole.

3.2.3 Falling into a charged black hole

Let us consider a particle placed at the top of the potential barrier at the outer end of the

throat.

Figure 2

We will assume that the size of the operator that creates it is s(0) = 1. (Later we will

discuss this from the point of view of the SYK model.) The first thing that happens is that

the particle rolls down the potential and accelerates to a relativistic energy and momentum

E

0

⇠ 1/r
+

. At this point, using 3.11, the size is given by,

s(1) = �E

0

=
�

r

+

. (3.28)

Following the initial burst of acceleration the particle is accelerated through the the

throat. We will track the momentum of this particle as a function of time. The mo-

mentum P is to be measured by a static (fixed r) observer2; since the particle is moving

ultrarelativistically, the momentum is equal to the energy E

0

p
�g

tt so

P =
E

0p
(1 � r+

r

)(1 � r�
r

)
. (3.29)

The ‘time’ will not be the proper time of the particle, but instead the Schwarzschild time

t. The time for an ultrarelativistic particle to reach a depth r is

�t =

Z
dr

�f(r)
= �


�r +

r

2

� log[r � r�] � r

2

+

log[r � r

+

]

r

+

� r�

�
. (3.30)

2
This definition coincides with the one used in [1]: it is the canonical momentum conjugate to ⇢.
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Potential barrier at outer edge of RN throat 

Particle created at top of potential barrier gains momentum falling into BH

Refined size/momentum conjecture: the size of the operator is dual to the  
radial momentum of infalling particle (as measured by fiducial observer) 
in units of local energy scale  Brown et al. (2018)

s(t) ⇠ �̃(r) |P (t)|

�̃(r)            is the inverse temperature of a black hole with the same charge  
(but larger mass) that has its event horizon at r

Reduces to Susskind’s original conjecture for Schwarzschild BH



explanation for the reduced scrambling time of a charged black hole is not that the ex-

tremal degrees of freedom decouple, but instead that the size of an operator grows rapidly

at early times, so by the time it starts its exponential growth the size is already large.

The success in explaining the reduced scrambling time of charged black holes provides a

non-trivial confirmation of the connection between size and momentum.

5 Comment about GR=QM and SYK

The real justification for the rules we have postulated must be micro-physical. Thus we

turn to the SYK model, a model which has many feature in common with near-extremal

black holes, but which has a precise micro-physical description. The similarities between

the two are well known and include the following:

• The overall energy scale J of SYK corresponds to the RN parameter 1/r+

• The dynamical boundary of SYK (described by the Schwarzian theory) corresponds

to the boundary of the RN black hole, i.e., the top of the barrier where the throat

meets the Newtonian region.

• Acting with a single boundary fermion operator in SYK adds an energy J . This fits

nicely with the fact that adding a particle at the top of the RN potential barrier

adds energy 1/r+.

• A single boundary fermion operator in SYK has size 1, corresponding to our assump-

tion that the intial size of the particle at the top of the barrier is also 1.

• Until now it has not been possible to directly compare the results of size-momentum

duality with calculations in the SYK theory, the reason being that the only calcula-

tions of size-growth were at infinite temperature [5]. However one of us (Streicher)

and Xiaoliang Qi have recently carried out a finite temperature calculation using the

OTOC method [9]. Here we will just quote the result.

s(t) = 1 +

⇢
J�

2⇡
sinh

✓
2⇡t

�

◆�2

(5.40)

We see that the initial size satisfies s(0) = 1, and that it grows quadratically, s = J2t2

in precise agreement with 4.33. By t = � the size has grown to approximately J2�2

12

Operator size in SYK model

X.L. Qi, A. Streicher - arXiv:1810.11958
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BC

A: Particle created at top of potential barrier and gains momentum falling into BH

B: Particle enters throat region: P ⇡ 1/r+ , �̃ ⇡ r+

The particle gains momentum falling: P ⇡ 1/r+ + t/r2+ , �̃ ⇡ t+ r+

Scrambling time

Size of dual operator grows as particle traverses BH throat: s(t) ⇠ P �̃ ⇡ (t+ r+)2

r2+

C: Particle enters Rindler region after a time of order    :� s(�) ⇠ �2

r2+

Scrambling time:

Equation 4.34 may be regarded as the initial condition when the particle enters the

Rindler region. In the Rindler region the growth of the momentum is exponential [1] and

the energy scale hardly varies. Thus as the particle passes through the Rindler region the

size grows according to,

s(⌧) =
�2

r2+
e⌧ (4.35)

4.1 The Scrambling Time

To find the scrambling time we set the size equal to the black hole entropy,

�2

r2+
e⌧⇤ = S (4.36)

giving,

⌧⇤ = log S
r2+
�2

, (4.37)

or using 1.8,

⌧⇤ = log (S � S0)
r+
�
. (4.38)

The final step is to use the first law of thermodynamics to relate r+/� to the increase

of entropy due to the extra energy when the particle is absorbed into the black hole. Thus

⌧⇤ = log
(S � S0)

�S
(4.39)

which exactly matches 1.7.

To summarize, the scrambling time for a near-extremal Reissner-Nordström black hole

is smaller than might have been expected: it is proportional to log {(S � S0)/�S} rather

than log {S/�S}. One possible explanation would have been that the extremal entropy

is somehow frozen out of the scrambling process. But our analysis suggests a di↵erent

reason. We saw that a particle falling through the throat is rapidly accelerated, so that

its initial size is boosted by a factor �2/r2+ by the time it enters the Rindler region. This

reduces the time required for the size to grow to S. We therefore claim that the correct
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⌧⇤ = log

⇣
S
r2+
�2

⌘

S � S0 ⇡ r+
�
S

} �!



Conclusions

•  Size = momentum  conjecture can explain the parametrically short scrambling 

     time that is found for near-extremal RN - black holes 

•  Both “C = V” and “C = A” give expected results for near-AdS2 BH’s  

—  but not all actions are equal

Thank you!


